
1. Introduction and Scope
River discharge serves many different purposes and is recorded automatically in many watersheds worldwide 
to support water supply, use and management decisions, hydroelectric generation and water quality assessment. 
In hydrology, streamflow records may be used to improve our understanding of hydrologic processes (Tetzlaff 
et al., 2017), regimes (Olden & Poff, 2003), extremes (Slater et al., 2021) and the changes thereof (Magilligan & 
Nislow, 2005), hydrologic alteration (Richter et al., 1996) and nonstationarity (Blöschl, 2017; Slater et al., 2021). 
Furthermore, the monitoring of river discharge is of crucial importance for (among others) drought and flood 
prediction (Brunner et al., 2021) and calibration of satellite-based streamgaging methods (Bjerklie et al., 2018).

Discharge records are subject to uncertainty and its estimation can reduce economic costs of water management 
decisions (H. McMillan et al., 2017) and allows robust research conclusions to be drawn, as demonstrated in 
data assimilation (Burgers et al., 1998), regionalization (Westerberg et al., 2016), and Bayesian model selection 
(Reuschen et al., 2021). Discharge time series are usually obtained by relating continuously measured river stage 
to discharge through so-called rating curves. Thus, uncertainty in discharge records arises due to measurement 
errors in the stage time series and also given that the rating curve used to transform stage into discharge is not 
uniquely defined and will vary over time at almost every gauging station in response to changing hydraulic char-
acteristics of the stream channel and floodplain (see the review on sources of river discharge uncertainty by H. 
McMillan et al. (2012) and references therein).

Many methods were developed to estimate rating curve uncertainty (e.g., Coxon et al., 2015; H. K. McMillan & 
Westerberg, 2015; Le Coz et al., 2014, to name a few) and large differences between uncertainty estimates can 
be obtained depending on how each source of uncertainty is considered (Kiang et al., 2018). The propagation 
of errors in the stage time series into discharge records is often not accounted for. An exception is the work 
by Horner et al. (2018), which proposed an approach to evaluate the impact of stage errors, decomposed into 
aleatory and systematic errors, on streamflow uncertainty. Aleatory errors in stage records are due to waves and 
instrumental noise and systematic errors originate from instrument biases and calibration drifts over time (Horner 
et al., 2018).
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Metadata on gauge information, stage-discharge measurements and rating curve estimation are essential in help-
ing to contextualize and interpret streamflow records (e.g., Hannah et al., 2011), yet, such data are often lacking 
in large-sample hydrology data sets (Addor et al., 2020). This prevents users from assessing streamflow data 
reliability (see also Boldetti et al., 2010). In the absence of detailed information on the magnitude of the different 
sources of discharge uncertainty, at least some of them need to be specified based on expert knowledge or liter-
ature information. However, discharge uncertainty depends on the specific site considered (Coxon et al., 2015; 
Di Baldassarre & Montanari,  2009; Horner et  al.,  2018; Westerberg et  al.,  2016) and, as such, site-specific 
uncertainty estimates should be derived. Moreover, accurate error estimates are important to avoid compensation 
between the different sources (Horner et al., 2018).

The magnitude of aleatory errors in streamflow records (that originate from aleatory errors in stage time series) 
can be quantified using so-called error variance estimation methods. Such methods originate from nonparamet-
ric regression (Anderson, 1971; Hall et al., 1990; Zhou et al., 2015) and may be divided into two main classes. 
Estimators of the first class estimate the variance based on the sum of squared residuals from a nonparametric fit. 
This class includes, for example, spline smoothing (e.g., Silverman, 1985; Wahba, 1978) and kernel-based (e.g., 
Hall & Marron, 1990; Müller & Stadtmüller, 1987) estimators. The main drawback of this type of estimators is 
that they require the definition of a smoothing parameter. To overcome this issue, Garcia (2010) proposed a fully 
automated smoothing procedure, providing an efficient smoother for numerous applications in the area of data 
analysis. The second class consists of difference-based methods. Within this class of estimators, Rice  (1984) 
introduced a first-order differencing estimator, Gasser et al.  (1986) proposed a second-order difference-based 
estimator, and Hall et al. (1990) presented the kth-order difference-based estimator with k a fixed integer. The 
difference-based estimators of Rice (1984), Gasser et al. (1986), and Hall et al. (1990) consider a constant vari-
ance. Modifications to the estimator of Hall et al. (1990) to extend its applicability to nonconstant error variance 
were presented by Vrugt et al.  (2005) and Zhou et al.  (2015). Difference-based estimators do not require the 
estimation of a smoothing constant, yet, the user needs to specify the order of the difference-based estimator.

In this paper, we revisit the nonparametric estimator of Vrugt et al. (2005) and analyze its practical applicability to 
the estimation of random errors in streamflow records. We provide guidelines into the selection of the order of the 
difference-based estimator and a MATLAB implementation. We believe this will lower the threshold for others 
to consider implementing this approach. The estimates of random errors are combined with the effect  of meas-
urement frequency and serve as input to a relatively simple data-driven method for the generation of replicates 
of discharge records. Our aim is to generate discharge time series that are as plausible as the original record. The 
proposed method relies on hourly discharge time series only and produces replicates which portray accurately the 
assigned streamflow uncertainty, preserve key statistical properties of the discharge record and are hydrologically 
realistic.

2. Methods
2.1. Estimation of Random Errors in Discharge Records

Let's consider a n-record of discharge values, 𝐴𝐴 �̃�𝐲 = [�̃�𝑦1�̃�𝑦2 … �̃�𝑦𝑛𝑛]
⊤  , in units of mm per time. If the discharge record 

is subject to random errors, the entries of this vector may be written as follows

�̃�𝐲 = (𝐭𝐭) + 𝜖𝜖𝜖 𝜖𝜖 ∼ 𝑛𝑛 (𝟎𝟎𝜖𝚺𝚺𝜖𝜖) 𝜖 (1)

where 𝐴𝐴 (𝑡𝑡) is the data generating process of the actual streamflow at time t ≥ 0 and the n × 1 vector of errors, 
𝐴𝐴 𝐴𝐴 = [ 𝐴𝐴1 𝐴𝐴2 … 𝐴𝐴𝑛𝑛 ]

⊤  , consists of independent variates with zero-mean and variance, 𝐴𝐴 𝐴𝐴2
𝜖𝜖𝑡𝑡

 , for all 𝐴𝐴 𝐴𝐴 ∈ ℕ+  . With-
out loss of generality, we do not specify a time unit, but in our application of Equation  1 we will consider 
hourly and daily discharge data. Streamflow errors is well-known to be heteroscedastic in nature (Sorooshian & 
Dracup, 1980), hence, we must specify n different error variances, 𝐴𝐴 𝝈𝝈

2
𝜖𝜖 =

[

𝜎𝜎2
𝜖𝜖1
𝜎𝜎2
𝜖𝜖2

… 𝜎𝜎2
𝜖𝜖𝑛𝑛

]⊤  . This results in the 
following formulation of the n × n covariance matrix of the random errors
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, (2)

where the function diag(a) produces a diagonal matrix with zeros everywhere and entries, 𝐴𝐴 𝐚𝐚 = [𝑎𝑎1 𝑎𝑎2 … 𝑎𝑎𝑛𝑛]
⊤  on 

the main diagonal.

If the errors are independent and identically distributed random variables with zero-mean and nonconstant vari-
ance, then we can resort to the nonparametric estimator of Vrugt et al. (2005) to estimate 𝐴𝐴 𝝈𝝈

2
𝜖𝜖  from the discharge 

record. This estimator belongs to the class of difference-based variance estimation methods (Hall et al., 1990) and 
differences the hourly discharge time series, 𝐴𝐴 �̃�𝐲h = [ �̃�𝑦1h �̃�𝑦2h … �̃�𝑦𝑛𝑛h ]

⊤  , k consecutive times to yield a local estimate, 
𝐴𝐴 𝐴𝐴𝐴2

h
 , of the hourly error variance

𝜎𝜎2

h
=

(

2𝑘𝑘

𝑘𝑘

)−1
(

Δ𝑘𝑘 (�̃�𝑦𝑡𝑡h)
)2
, (3)

where 𝐴𝐴 Δ1 (�̃�𝑦𝑡𝑡h) = �̃�𝑦𝑡𝑡h − �̃�𝑦𝑡𝑡−1h  , 𝐴𝐴 Δ2 (�̃�𝑦𝑡𝑡h) = �̃�𝑦𝑡𝑡h − 2�̃�𝑦𝑡𝑡−1h + �̃�𝑦𝑡𝑡−2h  , 𝐴𝐴 Δ3 (�̃�𝑦𝑡𝑡h) = �̃�𝑦𝑡𝑡h − 3�̃�𝑦𝑡𝑡−1h + 3�̃�𝑦𝑡𝑡−2h − �̃�𝑦𝑡𝑡−3h  , and so forth, 

and 𝐴𝐴

(

𝑎𝑎

𝑏𝑏

)

=
𝑎𝑎!

𝑏𝑏!(𝑎𝑎−𝑏𝑏)!
 is the binomial coefficient. The k + 1 coefficients of the kth-order difference operator, 𝐴𝐴 Δ𝑘𝑘 (�̃�𝑦𝑡𝑡h) , 

honor the Pascal triangle. The derivation of Equation 3 for k = 1 is provided in Text S1 in Supporting Informa-
tion S1. An alternative implementation of this nonparametric estimator is provided in Text S2 in Supporting Infor-
mation S1. Nonparametric estimators of this kind have a long history in time series analysis (Anderson, 1971; Hall 
et al., 1990; Rice, 1984) and will provide an accurate characterization of random errors if (a) the data-generating 
process, 𝐴𝐴 (𝑡𝑡) , is sufficiently smooth, and (b) the measurement frequency is high compared to the typical times-
cale of 𝐴𝐴 (𝑡𝑡) . We will demonstrate that the hourly streamflow records of the Catchment Attributes and MEte-
orology for Large-sample Studies (CAMELS) watersheds satisfy both conditions. A scatter plot of 𝐴𝐴 𝐴𝐴𝐴2

h
 and the 

corresponding discharge will now reveal the nature of the random errors of the discharge record. Note that each 
𝐴𝐴 𝐴𝐴𝐴2

h
 individually is rather meaningless, since its value is estimated using only k + 1 data points. In the estimator 

of Hall et al. (1990), valid for homoscedastic errors only, the variance estimate is computed as the arithmetic 
mean of all 𝐴𝐴 𝐴𝐴𝐴2

h
 values (see Equation 13 in Supporting Information S1). A similar approach must be pursued for 

heteroscedastic errors. In this paper, we assume the following error function to describe the heteroscedasticity of 
the random errors,

𝜎𝜎2

𝑡𝑡h
= (𝛼𝛼𝛼𝛼𝑡𝑡h + 𝛽𝛽𝛽𝛽h)

2
, (4)

where 𝐴𝐴 𝐴𝐴h =
1

𝑛𝑛

∑𝑛𝑛

𝑡𝑡=1
�̃�𝑦𝑡𝑡h  (mm/d) is the arithmetic mean of the hourly discharge data, α, β ≥ 0 are non-negative 

dimensionless coefficients that determine the nature and magnitude of the errors and t = (1, 2, …, n). The use of 
the mean discharge in the intercept, βmh, of the error function of Equation 4 warrants the application of a common 
β value to catchments with widely different flow magnitudes. For α = 0, the n-vector of random errors will have 
a constant variance and for α > 0 the magnitude of the random errors will increase with discharge magnitude. 
Heteroscedasticity of discharge errors is expected since a power function (or similar) is used to transform stage 
measurements into discharge estimates. The use of a linear heteroscedastic model is justified by visual inspec-
tion of the relationship between 𝐴𝐴 𝐴𝐴𝐴h  and discharge magnitude (as will be shown later) and it is also supported 
by previous hydrologic studies (e.g., Evin et al., 2013, 2014; Schoups & Vrugt, 2010; Thyer et al., 2009). The 
application  of the nonparametric estimator directly to stage time series along with rating curve information may 
reveal a more accurate description of the relationship between 𝐴𝐴 𝐴𝐴𝐴h  and discharge magnitude than the linear heter-
oscedastic model used herein.

Algorithm S1 in Supporting Information S1 presents a MATLAB implementation of the nonparametric error 
estimator. This function, called error_estimation, requires as input argument the n × 1 vector 𝐴𝐴 �̃�𝐲h  of hourly 

discharge values and returns the estimates 𝐴𝐴 𝐴𝐴𝐴  and 𝐴𝐴 𝛽𝛽  of the error function (Equation 4). These estimates may be 
obtained by two methods: (a) using all data; and (b) from a moving average of the error variance computed from 
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a window of m data pairs on either side of the data point when the data pairs are sorted by 𝐴𝐴 𝑦𝑦h  (see definition 
in Equation 17 in Supporting Information S1). This moving average substantially reduces data dispersion and 
provides a more robust characterization of the 𝐴𝐴

(

𝑦𝑦h − 𝜎𝜎h

)

 relationship. The estimation method may be specified 
as optional input argument. In case method 2 is selected, the value of m may also be specified, otherwise a 
default value of m = 100 is used. Investigations with corrupted simulated streamflow data showed that the choice 
m = 100 works well with hourly discharge time series. Optional outputs include the (n − k) × 1 vectors 𝐴𝐴 𝝈𝝈

2

h  and 𝐴𝐴 𝐲𝐲h  
of discharge error variances and corresponding discharge estimates, respectively. These two vectors characterize 
the error relationship of the watershed under investigation. The value of k may be specified as optional input 
argument, otherwise a default value of k = 3 is assigned. As optional input, the user may also specify a tolerance 
value below which the estimated error will be removed from the analysis.

2.1.1. Case Study I: Simulated Streamflow Data

To demonstrate that Equation 3 provides an accurate characterization of the nature and magnitude of random 
errors in streamflow records, we benchmark our method by application to error corrupted streamflow record. 
Table S1 in Supporting Information S1 summarizes main characteristics of the five watersheds selected for this 
first case study.

Corrupted streamflow data is generated by adding uncorrelated normal variates, with variance that follows the 
error function specified in Equation 4, to hourly simulated discharge time series. Text S3 in Supporting Infor-
mation S1 provides a more detailed explanation about the generation of the simulated and corrupted streamflow 
time series. The simulated discharge record of each watershed is displayed in Figure S1 in Supporting Informa-
tion S1. The n × 1 vector of error corrupted hourly discharge is referred to as pseudo streamflow record in the 
remainder of this paper. This sets these fabricated time series apart from the discharge records of the CAMELS 
watersheds. We test the nonparametric error estimator of Equation 3 for two different types of error. In the case 
of homoscedastic errors, α = 0, and we set β equal to 0.001, 0.01, 0.1, 1.0, and 10. This results in five pseudo 
discharge records for each watershed with increasing levels of homoscedastic error. In the case of heteroscedastic 
errors, we set β = 0 and consider separately, α = 0.001, 0.01, 0.05, 0.1, and 0.3. This brings the total to 10 pseudo 
discharge records for each watershed.

2.1.2. Case Study II: Hourly Error Estimates for the CAMELS Catchments

We demonstrate the practical usefulness of the estimator by application to catchments from the CAMELS data set 
(Addor et al., 2017a; Newman et al., 2015). Preliminary analysis revealed that a daily time step can be too coarse 
to provide an accurate estimation of the random errors, especially for low levels of errors (results not shown). 
Therefore, we resort to the hourly streamflow time series made available by Gauch et al. (2020). We only included 
in our analysis catchments without any missing daily streamflow data within the period available in the CAMELS 
data set, and for which the corresponding hourly time series from Gauch et al. (2020) were also available. These 
two criteria combined resulted in a total of 504 catchments being included in our analysis. More details of the 
experimental data can be found in Text S4 in Supporting Information S1.

2.2. Effect of Measurement Frequency on Discharge Uncertainty

We can turn the hourly error variances, 𝐴𝐴 𝐴𝐴2

𝑡𝑡h
 , of Equation 4 into daily estimates, 𝐴𝐴 𝐴𝐴𝐴2

𝑡𝑡d
 (mm 2/d 2), as follows (deriva-

tion in Text S5 in Supporting Information S1)

𝜎𝜎2

𝑡𝑡d
=

1

𝑢𝑢

1

𝑢𝑢 − 1

𝑢𝑢
∑

𝑖𝑖=1

(

�̃�𝑦𝑖𝑖h −
1

𝑢𝑢

𝑢𝑢
∑

𝑗𝑗=1

�̃�𝑦𝑗𝑗h

)2

+
1

𝑢𝑢

1

𝑢𝑢

𝑢𝑢
∑

𝑖𝑖=1

𝜎𝜎2

𝑖𝑖h

=
1

𝑢𝑢
𝜎𝜎2
�̃�𝑦h
+

1

𝑢𝑢2

𝑢𝑢
∑

𝑖𝑖=1

(𝛼𝛼�̃�𝑦𝑖𝑖h + 𝛽𝛽�̃�𝛽h)
2
,

 (5)

where 𝐴𝐴 𝐴𝐴2
�̃�𝑦h

 (mm 2/d 2) denotes the variance of the u = 24 hourly discharge values and 𝐴𝐴 𝐴𝐴𝐴h =
1

𝑛𝑛

∑𝑛𝑛

𝑡𝑡=1
𝐴𝑦𝑦𝑡𝑡h  (mm/d) is the 

arithmetic mean of the hourly discharge record. The first term on the right-hand side is simply a multiple of 1/u 
of the variance of hourly discharge values and expresses the effect of measurement frequency on daily estimates 
of the error variance. This term will decrease if we increase u, that is, if we use data at a sub-hourly resolution. 
The second term on the right-hand side is a multiple of 1/u of the mean hourly error variance. Now, in analogy 

 19447973, 2022, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022W

R
032263 by U

niversity O
f C

alifornia - Irvine, W
iley O

nline L
ibrary on [28/11/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Water Resources Research

DE OLIVEIRA AND VRUGT

10.1029/2022WR032263

5 of 13

to Equation 4, we use a linear relationship to describe the functional dependence of 𝐴𝐴 𝐴𝐴𝐴𝑡𝑡d  and the daily discharge, 
𝐴𝐴 𝐴𝐴𝐴𝑡𝑡d  (mm/d), as follows

𝜎𝜎𝑡𝑡d = 𝑎𝑎 𝑎𝑎𝑎𝑡𝑡d + 𝑏𝑏 𝑎𝑏𝑏d (6)

where a (−) and b (−) signify the daily slope and intercept, respectively, and 𝐴𝐴 𝐴𝐴𝐴d =
1

𝑛𝑛

∑𝑛𝑛

𝑡𝑡=1
𝐴𝑦𝑦𝑡𝑡d  (mm/d) is the arith-

metic mean of the daily discharge data. The (linear) model is needed since the hourly discharge time series does 
not cover the entire period we are interested in (of the daily data). If there were no missing data in the hourly 
discharge time series, the linear model of Equation 6 would not be required and the estimates provided by Equa-
tion 5 could be used directly in the subsequent steps of the proposed method.

2.3. Generation of Replicates of Streamflow Records

Now that the daily error variance is estimated, we can create discharge replicates by adding to the record, 𝐴𝐴 �̃�𝐲  , a 
n-vector of errors, �∗ ∼ �(�,��) , which is drawn at random from the n-variate normal distribution with zero 
mean and covariance matrix, Σϵ, of Equation 2. The symbol ϵ* differentiates the sampled errors from the “true” 
but unknown random errors, ϵ, of Equation 1. Since the data generating process, 𝐴𝐴 (𝐭𝐭) , is unknown, we do not 
add ϵ* to 𝐴𝐴 (𝐭𝐭) (as would be expected from Equation 1) but to the discharge record, 𝐴𝐴 �̃�𝐲  , which already incorporate 
errors. The replicates, thus, constitute perturbations of the discharge record. This approach will create replicates 
that are less smooth than the original record and express unrealistically large and/or sudden changes in day-to-day 
streamflow. This undesired behavior is particularly noticeable in long recession periods.

We must rectify these anomalies and make sure that the discharge replicates are consistent with the discharge 
record. We can simply revise our procedure and induce autocorrelation between the n entries of a perturbation 
time series, p, that added to the discharge record will result in replicates that (among others) preserve the smooth-
ness of the original time series and portray the inferred heteroscedastic relationship. For this purpose, we replace 
the covariance matrix, Σϵ, of Equation 2 with a covariance matrix, Σp, written as a product of the n × n correla-
tion matrix of an AR(k) process, 𝐴𝐴 𝐑𝐑�̃�𝑦  , and the n × n diagonal matrix of the daily error variances (see Text S6 in 
Supporting Information S1). We can now generate realizations of the discharge record by drawing perturbation 
time series, � ∼ �(�,��) , with covariance matrix, Σp. There are several ways in which we can do this. We use 
Cholesky factorization and decompose the covariance matrix, Σp, into a lower triangular matrix, L, with positive 
diagonal entries so that Σp = LL ⊤ (Stewart, 1998). Next, we can generate replicates of the discharge time series, 

𝐴𝐴 �̃�𝐲r  , using, 𝐴𝐴 �̃�𝐲r = �̃�𝐲 + 𝐋𝐋𝝂𝝂
∗ , where 𝐴𝐴 𝝂𝝂

∗ ∈ ℝ
𝑛𝑛  is a n × 1 vector of variates drawn from the standard normal distribution 

(see e.g., Gentle (2006), for the generation of a random vector from a multivariate normal distribution). This 
method is CPU-efficient and minimizes computational costs for long data records.

Algorithm S2 in Supporting Information S1 presents a MATLAB implementation of the replicate generation 
procedure. This function, called replicate_generation, requires as input arguments the n × 1 vector 𝐴𝐴 �̃�𝐲  of 
daily discharge values, the number N of replicates that should be generated, and the n × 1 vector σd of standard 
deviations of the daily discharge record. The code returns a n × N matrix that contains one replicate yr in each 
column.

3. Results
3.1. Estimation of Random Errors in Discharge Records

3.1.1. Case Study I: Simulated Streamflow Data

Figure 1 presents the results of the nonparametric estimator of Equation 3 using second-order differencing for the 
10 pseudo discharge records of the Leaf River (USGS 02472000), an example of catchment with a strong winter 
regime according to the functional classification of Brunner et al. (2020). The top and bottom panels correspond 
to the homoscedastic and heteroscedastic error cases, respectively, and present scatter plots of the 𝐴𝐴

(

𝑦𝑦h, 𝜎𝜎h

)

 data 
points for α = 0 and (a) β = 0.001, (b) β = 0.01, (c) β = 0.1, (d) β = 1.0, and (e) β = 10 and in the heterosce-
dastic error case with β = 0 and (f) α = 0.001, (g) α = 0.01, (h) α = 0.05, (i) α = 0.1, and (j) α = 0.3. The blue 
squares in each graph correspond to a moving average of the error variances obtained from a window of 100 data 
pairs on either side of the data point. The red line displays the error function of Equation 4 used to corrupt the 
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simulated discharge record. The least squares values of the coefficients, 𝐴𝐴 𝐴𝐴𝐴  and 𝐴𝐴 𝛽𝛽  , of the linear regression model, 
𝐴𝐴 𝐴𝐴𝑦𝑦𝑡𝑡h + 𝛽𝛽𝛽𝛽𝑦𝑦h  fitted to the blue squares are listed in each graph.

The results of this analysis highlight several important findings. In the first place, note in Figure 1a the mismatch 
between the error standard deviations (blue squares) and the error function of Equation 4 used to corrupt the 
simulated discharge record (red line) for larger values of 𝐴𝐴 𝑦𝑦h  . Thus, we present in Figure S2 in Supporting Infor-
mation S1 the results obtained using third-order differencing. It is clear that, for very low level of errors, k = 3 
works best (Figure 1a and Figure S2a in Supporting Information S1). Second, the nonparametric estimator using 
third-order differencing provides an accurate characterization of the nature of the hourly discharge random errors 
for all error levels (Figure S2 in Supporting Information S1). The estimator returns a constant variance across 
flow levels in the homoscedastic error case, and produces a nonconstant error standard deviation for the hetero-
scedastic error case. Third, the blue squares provide an accurate characterization of the actual error function (red 
line) that was used to generate the pseudo discharge records. It should therefore not be a surprise that the least 
squares estimates, 𝐴𝐴 𝐴𝐴𝐴  and 𝐴𝐴 𝛽𝛽  , match almost perfectly their counterparts, α and β of Equation 4. Lastly, the nonpar-

ametric estimator returns 𝐴𝐴 𝐴𝐴𝐴 → 0  and 𝐴𝐴 𝛽𝛽 → 0  when applied directly to error-free discharge data (not shown). This 
is an encouraging result and highlights that the estimator can differentiate the errors from the underlying signal 
(data generating process). This testifies to the smoothness and measurement resolution of hourly discharge data 
and inspires confidence that the two stipulated requirements of variance-based difference estimation are met. 
Figures S3–S6 in Supporting Information S1 present our results for the other four watersheds with contrasting 
hydrologic regimes. Based on the findings for the Leaf River basin, we fix k = 3 and use third-order differencing 
in our application of Equation 3 in these catchments. The results for these watersheds are qualitatively similar 
to those presented in Figure 1 for the Leaf River. Note the same pattern observed previously in Figure 1a for 
β = 0.001 is repeated for the catchment with the intermittent regime (Figure S3a in Supporting Information S1), 
but now for k = 3. Following the same reasoning, increasing the value of k would help to improve the estimation 
in this case (not shown).

Figure 1. Relationship between the error deviations 𝐴𝐴 𝐴𝐴𝐴𝑡𝑡  and corresponding hourly discharge values obtained using second-order differencing (k = 2) for the 10 pseudo 
discharge records of the Leaf River near Collins, MS (USGS 02472000), an example of catchment with a strong winter regime. The top and bottom panels correspond 
to the homoscedastic and heteroscedastic error cases, respectively, and present scatter plots of the 𝐴𝐴

(

𝑦𝑦h,𝝈𝝈h

)

 data points for α = 0 and (a) β = 0.001, (b) β = 0.01, (c) 
β = 0.1, (d) β = 1.0 and (e) β = 10 and in the heteroscedastic error case with β = 0 and (f) α = 0.001, (g) α = 0.01, (h) α = 0.05, (i) α = 0.1, and (j) α = 0.3. Each gray 
dot signifies a different data pair. The blue squares portray the moving average of the error deviation computed from a window of 100 data pairs on either side of the 
data point. The red line displays the error function of Equation 4 used to corrupt the simulated discharge record. The least squares values of the coefficients 𝐴𝐴 𝐴𝐴𝐴  and 𝐴𝐴 𝛽𝛽  of 
the linear regression model, 𝐴𝐴 𝐴𝐴𝑦𝑦𝑡𝑡h + 𝛽𝛽𝛽𝛽𝑦𝑦h

 , which is fitted to the blue squares are listed in each graph.
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To check whether α and β are consistently estimated, we repeated the simulation 1,000 times for each setting. We 
report in Figures S7–S11 in Supporting Information S1 the distribution of 𝐴𝐴 𝐴𝐴𝐴  and 𝐴𝐴 𝛽𝛽  for the homoscedastic error 
case and in Figures S12–S16 in Supporting Information S1 for the heteroscedastic error case, using the pseudo 
discharge records of the five selected watersheds. It can be seen that in general the mean 𝐴𝐴 𝐴𝐴𝐴  and 𝐴𝐴 𝛽𝛽  values derived 
from the nonparametric estimator of Equation 3 are in excellent agreement with their true values used to corrupt 
the simulated discharge record. For the catchment with the intermittent regime, α and β are consistently overes-
timated for β = 0.001 (Figures S8a and S8f in Supporting Information S1) and, to a lesser extent, for β = 0.01 
(Figures S8b and S8g in Supporting Information S1). The same result holds true for heteroscedastic errors, for 
which α and β are consistently overestimated for α = 0.001 (Figures S13a and S13f in Supporting Informa-
tion S1). These results confirm our earlier conclusion that, in this catchment, a larger value of k would be needed 
to correctly characterize very low levels of errors.

Altogether, the results of the synthetic case study confirm that application of Equation 3 with hourly data provides 
unbiased estimates of the error variance for catchments with contrasting hydrologic conditions. Our results are 
in agreement with Dette et al. (1998) and illustrate that higher order estimators are needed in case of substantial 
increase in the variation of the function subject to differencing, for example, for the intermittent catchment, and/
or a substantial decrease in the error variance, for example, for very low level of error (β = 0.001). These numer-
ical experiments also demonstrate that third-order differencing, k = 3, suffices for practical application.

3.1.2. Case Study II: Hourly Error Estimates for the CAMELS Catchments

To provide insights into the estimated random errors of real discharge records, please consider Figure 2 which 
presents a scatter plot of the 𝐴𝐴

(

𝑦𝑦h, 𝜎𝜎h

)

 data pairs derived from Equation 3 using hourly discharge time series from 
Gauch et al. (2020) of the Leaf River near Collins, MS (USGS 02472000). This is only one watershed of a much 
larger cohort of 500+ catchments of the CAMELS data set (Addor et al., 2017a; Newman et al., 2015) investi-
gated in this study. Each gray dot signifies a different data pair. The blue squares correspond to a moving average 
of the error deviations obtained from a window of 100 data pairs on either side of the data point. As is evident 
from the raw data (gray dots), the error standard deviation increases substantially with flow level. This confirms 
the heteroscedastic nature of random errors in streamflow records. The 𝐴𝐴

(

𝑦𝑦h, 𝜎𝜎h

)

 -data scatter (blue squares) is 
reasonably approximated with a line (R 2 = 0.45), justifying the common assumption that the standard deviation of 
the discharge errors increases linearly with flow magnitude (e.g., Evin et al., 2013, 2014; Schoups & Vrugt, 2010; 
Thyer et al., 2009). Indeed, the solid black line.

𝜎𝜎𝑡𝑡h = 𝛼𝛼 𝛼𝛼𝛼𝑡𝑡h + 𝛽𝛽 𝛼𝛽𝛽h, (7)

with slope, α = 4 × 10 −3 (−), and intercept, β = 1.4 × 10 −4 (−), provides a reasonable description of the relation-
ship between the hourly error standard deviations, 𝐴𝐴 𝐴𝐴𝐴𝑡𝑡h  , and corresponding discharge values, 𝐴𝐴 𝐴𝐴𝐴𝑡𝑡h  . This relation-
ship results from the application of Equation 3 and can either be homoscedastic or heteroscedastic. Alternative 

Figure 2. Relationship between the error deviations 𝐴𝐴 𝐴𝐴𝐴𝑡𝑡  and corresponding hourly discharge values for the Leaf River near 
Collins, MS (USGS 02472000), an example of catchment with a strong winter regime: (a) using all data, and (b) removing 
from the analysis 𝐴𝐴 𝐴𝐴𝐴𝑡𝑡h  values smaller than 10 −10. Each gray dot signifies a different data pair. The blue squares portray the 
moving average of the error deviation computed from a window of 100 data pairs on either side of the data point. The solid 
black line signifies the regression line.
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models, such as an exponential function, were also tested but their use was not justified by an overall increase in 
model fit.

Figures S17–S20 in Supporting Information S1 present our findings for the four other catchments with contrast-
ing functional regimes according to the classification scheme of Brunner et  al.  (2020). Figures S17–S20 in 
Supporting Information S1 confirm that error heteroscedasticity is universal across discharge records of contrast-
ing hydrologic regimes. Figure S21 in Supporting Information S1 visualizes the values of the slope of the hourly 
discharge error model for the 500+ watersheds of the CAMELS data set and reveals that the magnitude of random 
errors in the investigated discharge records is rather small (less than 3% for 80% of the records). Figure S22 in 
Supporting Information S1 presents the coefficient of determination, R 2, of the linear error model of Equation 7 
for each CAMELS catchment. The relatively high median R 2 of 0.77 provides support for the use of a linear 

𝐴𝐴
(

𝑦𝑦h, 𝜎𝜎h

)

 -relationship.

3.2. Daily Uncertainty Estimates for the CAMELS Catchments

Figure S23 in Supporting Information S1 visualizes the values of the slope of the daily discharge error model for 
the 500+ watersheds of the CAMELS data set. The ranges 0.03–0.08 and 0.01–0.22 encompass 50% and 95% 
of the slope values, respectively. The median slope of 0.05 for all CAMELS watersheds is substantially smaller 
than common values of 0.10–0.20 documented and/or used in the hydrologic literature (e.g., H. K. McMillan & 
Westerberg, 2015; H. McMillan et al., 2012; Thyer et al., 2009). This is an expected result since our method only 
combines the effect of random errors and measurement frequency into the daily variance estimate. Thus, this 
difference must be systematic uncertainty (which our method does not account for). Figure S24 in Supporting 
Information S1 presents the coefficient of determination, R 2, of the linear error model of Equation 6 for each 
CAMELS catchment.

3.3. Replicates of Streamflow Records for the CAMELS Catchments

We illustrate our streamflow generation approach by application to the daily discharge record of the Leaf River 
watershed. Figure 3a presents the 95% confidence interval of the N = 1,000 replicates of the discharge record 
for a representative portion of the data set. The discharge data are separately indicated with a solid blue line. 
The confidence intervals cannot be used to judge the hydrologic reasonableness of the different realizations, 
since they only convey information on the ensemble spread. Therefore, in the bottom panel, we zoom in on three 
separate periods with (b) low, (c) median, and (d) high flows, respectively. This allows us to plot a few individ-
ual replicates of the discharge record. Figures S25–S28 in Supporting Information S1 present our findings for 
the other four watersheds. The 95% streamflow confidence regions center on the discharge record and increase 
in width with flow magnitude. This heteroscedasticity is readily visible in the bottom panel, wherein higher 
streamflows display more dispersion among a selected sample of the replicates. The graphs also confirm that the 
replicates are smooth and exhibit a similar temporal persistence as the original discharge record. This is easy to 
verify in long recession periods with low flows, but is much more difficult to depict for median and high flows as 
their time windows are insufficient to illustrate this behavior. Our next analysis will provide further support for 
these claims. Figure 4 benchmarks the (a) spread, (b) sample autocorrelation function (ACF), (c) mean absolute 
discharge difference (MAD),

MAD =
1

𝑛𝑛 − 1

𝑛𝑛
∑

𝑡𝑡=2

|�̃�𝑦𝑡𝑡dr − �̃�𝑦𝑡𝑡−1dr|, (8)

and (d) volume error (VE, in %)

VE = 100

∑𝑛𝑛

𝑡𝑡=1
(�̃�𝑦𝑡𝑡d − �̃�𝑦𝑡𝑡dr)

∑𝑛𝑛

𝑡𝑡=1
�̃�𝑦𝑡𝑡d

, (9)

of the 1,000 replicates of the discharge record against their counterparts of the original discharge record of the 
Leaf River. These results confirm that the standard deviation of the replicates increases linearly with discharge 
magnitude. The data pairs (gray circles) lie almost perfectly on the error model (solid black line) of the Leaf 
River. The ACFs of the replicates (gray lines) are in excellent agreement with their counterpart computed from 
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the original discharge record. In fact, the traces of the replicates are so similar that their ACFs have collapsed to 
a line. The replicates not only preserve essential statistical properties of the discharge data, but also honor key 
hydrologic properties. The marginal distributions of the MAD and VE metrics center on their values computed 
from the daily discharge record. Figures S29–S32 in Supporting Information  S1 confirm that the proposed 
method also works well for contrasting hydrologic regimes. The ensemble spread is governed by the magnitude 
of the estimated discharge errors. The larger the variance of the estimated errors, the larger the variation among 
the replicates, and, thus, the more dispersed the metrics will be around the values computed from the original 
discharge record. Figure S33 in Supporting Information S1 visualizes the values of the MAD metric for the 500+ 
watersheds of the CAMELS data set and confirms that the smoothness of the replicates are consistent with the 
smoothness of the original discharge record: the measured value is not inside the sampled distribution for three 
catchments only–these catchments correspond to the black circles in Figure S33 in Supporting Information S1.

4. Limitations and Future Work
The nonparametric estimator of Equation 3 assumes that the discharge errors are of aleatory nature only. We have 
confirmed with the synthetic case study (Section 3.1.1) that the estimator provides an accurate description of the 
nature and magnitude of such random errors. However, discharge time series are also subject to systematic errors 
as (among others) the rating curve used to convert water height into discharge (volume) will vary over time as a 
result of the variant hydraulic characteristics of the stream channel and floodplain (e.g., Coxon et al., 2015; H. K. 

Figure 3. Illustration of the streamflow replicates generated using daily streamflow data from the Leaf River near Collins, MS (USGS 02472000), an example of 
catchment with a strong winter regime. (a) 99% confidence intervals (gray region) of the N = 1,000 replicates of the discharge record for a representative portion of 
the 34-year data set. The discharge data are separately indicated with a solid blue line. The top panel only visualizes percentiles of the discharge uncertainty without 
recourse to the underlying replicates. Therefore, the bottom panel displays a selection of the replicates for small excerpts of the discharge record with (b) low, (c) 
median, and (d) high flows, respectively.
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McMillan & Westerberg, 2015; Mansanarez et al., 2019; Westerberg & McMillan, 2015). To negate systematic 
errors and promote the accuracy and reliability of discharge estimates, the rating curves of most USGS gauges 
are re-calibrated every 6–8 weeks.

The proposed replicate generation procedure can accommodate expert knowledge and/or other information about 
discharge precision and/or accuracy. This may make obsolete the uncertainty estimates (Section 2.2), but leaves 
invariant the methodology for the generation of streamflow replicates (Section 2.3). In other words, if updated 
estimates of the uncertainty of daily discharge time series become available, a different covariance matrix, Σp, 
could be specified. In that case, the new variance estimates would populate the main diagonal of Σp, and are used 
to create discharge replicates using the method of Section 2.3. As a simple example, please consider Figures 
S34–S38 in Supporting Information S1 that present discharge replicates for the five selected catchments using 

𝐴𝐴 𝐴𝐴𝑡𝑡d = 0.20�̃�𝑦𝑡𝑡d  instead of the values presented in Section 3.2. The replicates now exhibit a larger spread but remain 
plausible, as shown in Figures S39–S43 in Supporting Information S1.

5. Summary and Conclusions
In this paper, we introduce a relatively simple data-driven method for the representation of uncertainty of daily 
discharge records. We account for two sources of uncertainty, namely, the effect of random errors (Section 2.1) 
and of measurement frequency (Section 2.2).

We demonstrated how the nonparametric estimator presented in Vrugt et al. (2005) can be applied to estimate 
the variance of random errors, using both fabricated and real discharge time series of 500+ watersheds of the 
CAMELS data set. We provide guidelines into the selection of the order of the difference-based estimator and a 
MATLAB implementation. We showed that (1) the nonparametric estimator provides an accurate characterization 
of the nature and magnitude of the random errors in discharge records (Section 3.1.1), (2) third-order differencing 
suffices for practical application of the estimator to hourly time series (Section 3.1.1), and (3) the magnitude of 
random errors in the investigated discharge records are rather small (Section 3.1.2). This third result suggests that 

Figure 4. Characteristics of the streamflow replicates for the Leaf River near Collins, MS (USGS 02472000), an example 
of catchment with a strong winter regime. (a) Standard deviation of the N = 1,000 replicates as a function of discharge. 
Each gray dot signifies a different data pair. The solid black line signifies the heteroscedastic error model that was used to 
create the discharge replicates. (b) The autocorrelation function (ACF) of the replicates (gray lines) and the original record 
(blue crosses). (c and d) Frequency distributions of the mean absolute discharge differences and volume error of the 1,000 
replicates. The blue crosses highlight the values computed from the original discharge record.
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future work should consider a more complete treatment of the uncertainty in discharge records. The uncertainty 
estimates could be updated as more information (e.g., stage-discharge gagings) are included in the analysis.

The nonparametric estimator could also be applied directly to stage time series. A probabilistic method that 
generates an ensemble of rating curves could then be used to propagate these errors into discharge uncer-
tainty. For example, the estimates of random errors in stage records could feed the method proposed by Horner 
et al. (2018), which in the absence of additional information specified the variance of random errors based on 
expert knowledge.

In the second part of this paper, we presented theory and rationales of a method for the generation of equally 
plausible streamflow replicates (Section 2.3). The proposed method relies on hourly discharge time series only 
and (4) produces replicates which portray accurately the assigned streamflow uncertainty, preserve key statistical 
properties of the discharge record and are hydrologically realistic (Section 3.3).

The proposed replicate generation procedure has potential use in model diagnostics, facilitates Bayesian analysis 
and supports tasks such as data assimilation, uncertainty quantification and regionalization. In data assimilation, 
it has been shown that the observations must be perturbed at the analysis steps otherwise the variance of the 
ensembles will be too low (Burgers et al., 1998). The use of replicates of discharge records allows the temporal 
structure of the discharge time series to be preserved, which is not achieved when each perturbation is sampled 
independently. The impact of using replicates of discharge records in data assimilation will be investigated in 
a future study. In regionalization, streamflow uncertainty estimates could be used to assign weights to each 
discharge time series and to help discard gauges with inadequate hydrometric data quality.

Data Availability Statement
The Catchment Attributes and MEteorology for Large-sample Studies (CAMELS) data set is described in Newman 
et al. (2015) and can be downloaded from https://dx.doi.org/10.5065/D6MW2F4D (Newman et al., 2014). The 
hourly streamflow data of Gauch et  al.  (2020) are available at https://doi.org/10.5281/zenodo.4072700. The 
attributes of the CAMELS watersheds are described in Addor et al. (2017a) and can be downloaded from https://
doi.org/10.5065/D6G73C3Q (Addor et al., 2017b). The regime classes of Brunner et al. (2020) are available from 
https://doi.org/10.4211/hs.069f552f96ef4e638f4bec281c5016ad (Brunner, 2020).
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